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The Belief Conflict Problem of LLMs

Probing LLMs of Negative Knowledge Contribution
❖ First to investigate LLMs’ belief about negative 

knowledge in the commonsense domain, 
which is previously understudied.


❖ Propose to probe generative LLMs through 
constrained sentence generation, which is 
effective for evaluating generated texts 
grounded in positive and negative knowledge. 


❖ Through extensive experiments, we identify 
and analyze LLMs’ belief conflict phenomenon 
on negative commonsense knowledge, and 
provide insights on the causes and solutions 
of such problems. 

Our dataset

Further Analysis of Causes
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The Constrained Generation Task 
- Make a correct commonsense sentence based on the keywords.

The Question Answering Task 
- Answer the commonsense question.

LLM

LLM

Question 

Do lions live in the ocean?

Keywords 

lion, located at, ocean

Answer 

No

Sentence 

Lions live in the ocean.

Conflict?

40
55
70
85
100

Flan-
T5(3B

)

Flan-
T5(11

B) GPT-
3

Code
x-002

Instr
uctG

PT-cu
rie

Instr
uctG

PT-00
1

Instr
uctG

PT-00
2

Instr
uctG

PT-00
3

QA CG
Accuracy (%) of QA & CG tasks on the positive split (10-shot)

40
55
70
85
100

Flan-T
5(3B)

Flan-T
5(11B

)
GPT-3 Code

x-002

Instru
ctGPT

-curie

Instru
ctGPT

-001

Instru
ctGPT

-002

Instru
ctGPT

-003

QA CG
Accuracy (%) of QA & CG tasks on the negative split (10-shot)

Larger gaps!

The Gap between Positive and Negative Knowledge on CG and QA Inconsistency 
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Solutions

Chain-of-thought helps!

RLHF helps!

Deductive reasoning

Fact comparison

Could keywords as task input hinder the 
manifestation of LLMs’ belief? 

Will the keyword co-occurrence within corpus 
affect LLMs’ generation? 

How does the balance of positive and negative 
examples affect negation bias? 

Yes, keyword-to-sentence (CG) is an appropriate 
and challenging task to probe generative LLMs.

Yes, the hard-to-generate negative knowledge for 
LLMs tend to be those where they have seen many 
subjects and objects appear together.

With more E−s, LLMs are encouraged to generate 
more negations.
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