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Introduction

Contribution

Task: Free-text Explanation for False Statements

• Task Definition: given a false statement, the model is 

expected to generate a convincing free-text explanation to 

state the reason why the former statement is incorrect.

• False Statement: John put an elephant into the fridge.

• Free-text Explanation: An elephant is much bigger than a 

fridge.

• Conflict Point: Volume.

➢ (The key point) Find the Conflict Point where the false 

statement contradicts the commonsense knowledge.

The Neon Framework Experiments

Previous Studies and Limitations

• Supervision: Manually constructing a dataset with conflict 

points for training is labor-intensive and difficult to scale.

• Explicit Knowledge: Exact triples of conflict points are 

rare in the external knowledge graph due to their tacitness 

and diversity.

➢ We propose a novel method based on the importance of 

conflict points to solve the false statement explanation 

problem. To the best of our knowledge, we are the first to 

introduce the concept of the conflict point in the task.

➢ We propose a two-phase framework named Neon to elicit the 

large PLMs to induce through instantiations to unsupervised 

explanation generation.

➢ We present analyses of our generated instantiations and 

demonstrate the generality of Neon.

Motivation

➢ (Solution) Provide guided hints as prompts to implicitly 

elicit PLMs to reason the conflict point automatically, 

inspired by the line of work about the chain of thought.

Overview of Neon

Phase I: Correct Instantiations Generation

Phase2: Unsupervised Explanation Generation

Properties:

• Phase I: 

Commonality.

• Phase II: 

Contrast.

• In-context Learning (Few-shot)

Task: Based on the incorrect statement, generate the correct statement.

/* Example 1 */

Incorrect statement: He drinks apple.

Correct statement: He drinks milk.

/* Test data */

Incorrect statement: John put an elephant into the fridge.

Correct statement:

• Constrained Text Generation: CGMH (Unsupervised)

• Step 1: Where to Edit – Conflict Detection.

• Step 2: Edit with What – Modification Action. 

Given the facts: 1. John put a turkey into the fridge, 2. John put a 

peach into the fridge, 3. John put a bowl into the fridge,

Explain the following statement based on its difference with the facts: 

John put an elephant into the fridge.

The explanation is:

• In-context Learning (Zero-shot)

• Model: OPT-175B.

• Datasets: ComVE & e-SNLI.

• Automatic Evaluation:

Main Experiments

• Manual Evaluation:

Quality of Generated Instantiations

• Automatic Evaluation: fine-tune RoBERTa-Large on 

training datasets as binary classifiers with 88.97 and 84.25 

accuracies.

Demonstration of Generality

• Generate explanation for correct statements in the e-

SNLI task.

• Directly use the generated correct instantiations as 

guided hints.

• Manual Evaluation: i. Acceptability; ii. Grammaticality; 

iii. Factuality; iv. Diversity; v. Commonality.

➢ More analysis can be found in our paper.
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