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Abstract. Paraphrases refer to text with different expressions conveying the
same meaning, which is usually modeled as a sequence-to-sequence (Seq2Seq)
learning problem. Traditional Seq2Seq models mainly concentrate on fidelity
while ignoring the diversity of paraphrases. Although recent studies begin to
focus on the diversity of generated paraphrases, they either adopt inflexible con-
trol mechanisms or restrict to synonyms and topic knowledge. In this paper,
we propose KnowledgE-Enhanced Paraphraser (KEEP) for diversified para-
phrase generation, which leverages a commonsense knowledge graph to explic-
itly enrich the expressions of paraphrases. Specifically, KEEP retrieves word-
level and phrase-level knowledge from an external knowledge graph, and learns
to choose more related ones using graph attention mechanism. Extensive exper-
iments on benchmarks of paraphrase generation show the strengths especially in
the diversity of our proposed model compared with several strong baselines.
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1 Introduction

Paraphrases are texts conveying the same meaning while using different words, and the
generation of paraphrases is a fundamental task in natural language processing (NLP).
The technique has been widely used in many downstream applications, such as text
summarization, question answering, semantic parsing, and so on [1].

Early studies on paraphrase generation include rule-based, grammar-based, lexicon-
based, and statistical machine translation (SMT)-based approaches [17,30]. Recently,
sequence-to-sequence (Seq2Seq) models have become the dominant technique in the
task of paraphrase generation [9,21], especially since its great success in machine trans-
lation [25]. Although Seq2Seq models for paraphrase generation have shown promising
results, they tend to generate highly similar outputs with inputs.

We argue that paraphrases should be diversified in nature since an input sentence
corresponds to multiple possible paraphrases. To solve this problem, some studies
[5,19] introduce control mechanisms on the Seq2Seq model to produce a variety of
paraphrases. However, the template or exemplars in the control mechanism does not
cover all the possibilities of paraphrasing, and the introduction of the control mecha-
nism is inflexible.
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Fig. 1. The knowledge-enhanced model first retrieves a group of optional words or phrases and
then generates a paraphrase using the original sentence as a prototype.

The main reason behind this challenge is that the available training data for para-
phrasing is scarce and domain-specific [26]. One possible solution is to introduce exter-
nal knowledge to increase the semantic richness of data. There are also efforts to exploit
external knowledge in paraphrasing. Huang et al. [10] employ an external synonym dic-
tionary to guide the rewriting of sentences. Liu et al. [16] extend the Seq2Seq structure
to incorporate extra topic words for paraphrase generation. Restricting the utilization
of knowledge only to those synonyms and topic words, effective as they are, does not
exploit the full semantics of knowledge in paraphrase generation.

In this paper, we present an effective KnowledgE-Enhanced Paraphraser (KEEP),
which utilizes an external knowledge graph (KG) for diversified paraphrasing. We argue
that the rich semantics within a KG can greatly benefit paraphrasing for concepts in
the sentences through the semantic neighbors. KEEP first extracts a set of concepts
from the paraphrase sentences annotated by entity linking systems. Then, we lever-
age the extracted words or phrases in paraphrase sentences as the start point to guide
the traverses in the graph by graph attention mechanism, which derives from graph
neural networks to attend on more appropriate concepts. Finally, we use an attention-
based decoder to generate diversified paraphrases from inputs and retrieved knowledge.
For instance, as shown in Fig. 1, we wish the related concepts “optimal”, ideal”, “get
over”, “beat” can be generated in outputs to improve the diversity of expression forms.

The contributions can be summarized as follows:

– We propose a KnowledgE-Enhanced Paraphraser (KEEP) to generate diversified
paraphrases.

– We guide the information propagation in the knowledge graph with graph attention
by scattering current paraphrases focuses to other related concepts.

– Extensive experiments demonstrate that our proposed model can generate more
diversified paraphrases compared with baselines while retaining the same seman-
tics.
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2 Related Works

2.1 Neural Paraphrase Generation

Seq2Seq models have been widely used in the task of paraphrase generation. Prakash
et al. [21] first adapt a neural approach to paraphrase generation with a residual stacked
LSTM network. Gupta et al. [9] combine a variational auto-encoder with a Seq2Seq
model to generate multiple paraphrases for a given sentence. Kajiwara [11] proposes a
neural model for paraphrase generation that first identifies words in the source sentence
that should be paraphrased and then conducts the negative lexically constrained decod-
ing that avoids outputting these words. Kazemnejad et al. [12] propose a novel retrieval-
based method by editing inputs using the extracted relations between the retrieved pair
of sentences for diversified paraphrases. There are also some translation-based methods
for paraphrase generation [8]. The main principle of these methods is to translate the
text into another language and back to the source language. The above methods mainly
focus on fidelity while ignoring the diversity of outputs. Although some works [11,12]
can improve the diversity of paraphrases, they are still based on the scarce corpus data.

2.2 Knowledge-Enhanced Generation

Recently, pre-trained language models (PLMs) such as BERT [6], GPT-2 [22] and
BART [14] have further promoted the study on natural language generation (NLG).
However, implicit knowledge in PLMs is not enough to help us generate diversified out-
puts. Incorporating explicit knowledge in Natural Language Generation (NLG) beyond
input text is seen as a promising direction in both academia and industry [28]. The
introduction of knowledge has also been studied in many NLG tasks, e.g., question
generation [2,23], abstractive text summarization [7], story generation [27] and so on.
There are also efforts to exploit external knowledge in paraphrase generation. Huang
et al. [10] employ an external synonym dictionary to conduct rewriting on the source
sentence to generate paraphrase sentences. Liu et al. [16] incorporate topic words into
the Seq2Seq framework to provide auxiliary guidance for paraphrase generation. Dif-
ferent from previous research, our model introduces richer knowledge explicitly with
the commonsense knowledge graph and presents a novel attention mechanism on all
concepts in the latent concept space for diversified paraphrase generation.

3 Our Approach

In this section, we present the proposed model KEEP (Fig. 2). We first retrieve related
concepts in the knowledge graph to construct the one-hop concept graph and the two-
hop concept graph. Then we encode the input sentence, the one-hop concept graph,
and the two-hop concept graph into hidden representations respectively. Finally, we
use an attention-based decoder to generate diversified paraphrases. The task can be
formulated as: given an input sentence x = {x1, x2, . . . , xn}, we seek to generate a
set of k paraphrase sentences Y = {y(1), y(2), . . . , y(k)}, that all y ∈ Y have the same
meaning with x, but are different in expression forms.
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Fig. 2. Architecture of KEEP. Our model consists of an Encoder (Left) and a Decoder (Right).
The Encoder encodes the input sentence, the one-hop concept graph and the two-hop concept
graph into hidden representations respectively.

3.1 Knowledge Retrieval

Our model relies on the observation that humans usually write paraphrase sentences by
replacing words or phrases in the original sentence with their corresponding synonyms
or other related words. Therefore, the first step of our method is to retrieve some lexical
or phrasal knowledge relevant to the original sentence. We extract a one-hop concept
graph and a two-hop graph from a large knowledge graph to guide the paraphrase gen-
eration. We grow zero-hop concepts V 0, which appear in the input sentence and are
annotated by entity linking systems, with one-hop concepts V 1 and two-hop concepts
V 2. The concepts in V 0 ∪ V 1 and relations between them form the one-hop concept
graph G1. Also, the two-hop concept graph G2 is the knowledge sub-graph induced by
V 1 ∪ V 2.

3.2 Paraphrases and Latent Concept Space Encoding

In this section, we introduce how to encode the input sentence and the KG sub-graphs
retrieved in Sect. 3.1.

We use the Bidirectional Long Short Term Memory (Bi-LSTM) as the basic build-
ing blocks for Seq2Seq model. Given an input sentence {x1, x2, ..., xn}, the LSTM
encoder converts it into a set of hidden embeddings H = {h1,h2, ...,hn}. The one-
hop concept graph G1 is encoded by a graph neural network that propagates informa-
tion from the input sentenceH to the one-hop concept graph. We choose GraphNet [24]
here, since it shows strong effectiveness in encoding knowledge graphs. The l-th layer
representation gl

ei of concept ei is calculated by a single-layer feed-forward network
(FFN):

gl
ei = FFN(gl−1

ei ◦ hl−1 ◦
∑

r

∑

ej

fej−>ei
r (gl−1

ej )) (1)
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where ◦ is a concatenation operator and gl−1
ei is the (l − 1)-th layer representation of

concept ei. f
ej−>ei
r (gl−1

ej ) aggregates the concept semantics of each neighbor concept
ej with relation r. hl−1 is the (l − 1)-th layer representation of the input, which is
updated with the zero-hop concepts V 0:

hl−1 = FFN(
∑

ei∈V 0

gl−1
ei ) (2)

g0
ei is initialized with the pre-trained concept embedding ei. The input representation

h0 is initialized with the n-th hidden state hn from the input representation set H.
For the two-hop concept graph G2, it is hard to utilize all the concepts and we

hope to pay more attention to the more related concepts. To this end, we adopt a novel
graph attention mechanism to aggregate concept information. The representation peq ,
hopping from eq ∈ V 1 to its connected two-hop concepts ek, is encoded by an attention
mechanism:

peq =
∑

ek

ηek
r · [eq ◦ ek] (3)

where r is the relation embedding between the concept eq ∈ V 1 and its neighbor con-
cept ek ∈ V 2. eq and ek are embeddings for concept eq and concept ek. The attention
ηek
r is calculated as:

ηek
r = softmax((Wr · r)T · tanh(Wq · eq +Wk · ek)) (4)

where Wr,Wq,Wk are training parameters.

3.3 Diversified Generation

In this section, we use an attention-based decoder to generate diversified paraphrases
based on the hidden representations of the input and KG sub-graphs encoded in
Sect. 3.2.

We use an attention-based LSTM decoder. The t-step decoder state st is updated
by st−1, the context representation ct−1 and the word embedding yt−1 of the previous
token yt−1:

st = LSTM(st−1, [ct−1 ◦ yt−1]) (5)

where ◦ is a concatenation operator.
The context representation ct−1 reads the hidden representations of the input, the

one-hop concept graph and the two-hop concept graph with a standard attention mech-
anism respectively:

ct−1 = FFN((
n∑

i=1

αi
t−1 · hi) ◦ (

∑

ei∈G1

βei
t−1 · gei) ◦ (

∑

eq∈G2∩V 1

γ
eq
t−1 · peq )) (6)

The attention weights are calculated over the hidden embedding hi of the input, the
one-hop concept graph representation gei and the two-hop graph representation peqof
eq ∈ G2 ∩ V 1 aggregating two-hop neighbor concepts ek:
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αi
t−1 = softmax(st−1 · hi)

βei
t−1 = softmax(st−1 · gei)

γ
eq
t−1 = softmax(st−1 · peq )

(7)

Finally, we hope that the outputs include tokens from different sources. So we use a
control gate µ∗ to control the generation by choosing words from vocabulary (µ∗ = 0),
the one-hop concept graph(µ∗ = 1, V 0 ∪ V 1) and the two-hop concept graph (µ∗ = 2,
V 2).

µ∗ = argmax
µ∈{0,1,2}

FFNµ(st) (8)

The generation probabilities of words w, concepts ei in G1 and multi-hop concepts
ek are computed as follows:

yt =






softmax(st ·w), µ∗ = 0
softmax(st · gei), µ∗ = 1
softmax(st · ek), µ∗ = 2

(9)

wherew is the word embedding of word w, gei is the one-hop concept graph represen-
tation of ei ∈ G1 and ek is the concept embedding of the two-hop neighbor concept ek.
We then train our model using standard cross-entropy loss defined in Eq. 10:

L = −
∑

t

log p(y!
t |y<t,X) (10)

where y! is the actual target sequence.

4 Experiments

4.1 Dataset

We conduct experiments on two of the most frequently used datasets for paraphrase
generation: Quora1 and MSCOCO [15]. We use ConceptNet as the knowledge graph,
which contains 120,850 triples, 21,471 concepts and 44 relation types.

Quora. Quora dataset consists of over 400k potential question duplicate pairs. We use
true examples of duplicate pairs as paraphrase generation dataset (150K such ques-
tions). We sample 100k, 30k, 3k instances for train, test, and validation sets, respec-
tively.

MSCOCO. MSCOCO is a large-scale captioning dataset. This dataset contains over
82k training and 42k validation images, and each image has five captions from five dif-
ferent annotators. We consider different captions of the same image as paraphrases. 20k
instances are randomly selected from the data for testing, 10k instances for validation,
and remaining data over 320k instances for training.

1 https://www.kaggle.com/c/quora-question-pairs.
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4.2 Experimental Setup

Implement Details. We take the top 100k most frequent words as vocabulary from the
paraphrases. Glove [20] embedding and TransE [3] embedding are used to initialize the
representations of the words and concepts in KG. We use the embedding size of 128
and the batch size of 32. Word embeddings are shared between encoder and decoder.
The hidden size is set to 128. We use Adam optimizer [13] with a learning rate of 0.001
to train the parameters and train for 10 epochs on an RTX3090 GPU.

Evaluation Metric. We adopt BLEU [18] metric, which is widely used in generation
tasks. Considering the limitations of this metric in evaluating the quality of generation,
we use more metrics for diversity evaluation. We calculate Self-BLEU and P-BLEU
of results regarding one generated paraphrase as the hypothesis and the others as ref-
erences. We also calculate the BERTScore [29] between the generated paraphrase and
the source sentence. We use the BLEU-4 score to compute. For the human evaluation
metric, we ask 10 raters to score on 200 generation results, and each result will be eval-
uated by 5 raters. We ask the human annotators to score the outputs individually based
on the following three criteria by using a 5-scale rating for each criterion.: 1) Fluency,
2) Coherency, 3) Diversity. The inter-annotator agreement measured by Spearman’s
rank score of around 0.7 shows a good correlation between the raters.

Baselines. We compare our model with the following baselines:

– Transformer [25] is a generative model based solely on attention mechanisms.
Transformer + KG joins knowledge and the input sentence together as the input
of the model.

– DicEdit [10] is a novel approach to model the process with dictionary-guided editing
networks.

– VAE-SVG [9] is based on a combination of deep generative models (VAE) with
sequence-to-sequence models (LSTM) to generate paraphrases.

– DivGAN [4] proposes a diversity loss term to make the generator sensitive to the
change of latent codes for diversified paraphrase generation.

– BART [14] is a denoising autoencoder for pre-trained Seq2Seq models. BART+KG
incorporates concepts as additional inputs after the input sentence.

– FSET [12] a novel retrieval-based method for paraphrase generation by editing
inputs using the extracted relations between the retrieved pair of sentences.

4.3 Results

The results of different models on Quora and MSCOCO datasets are shown in Table 1.
Our proposed model KEEP outperforms all generative models on most metrics. In
terms of BLEU score, KEEP increases 3.53 points compared to Transformer. This
indicates our model can generate fluent and accurate paraphrases. What’s more, our
model demonstrates a strong ability for diversified paraphrase generation. The Self-
BLEU and P-BLEU scores significantly decrease in our model. Although DivGAN
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Table 1. Automatic evaluation results from different models. BL is short for BLEU. Significant
improvements over the best baseline are marked with * (Wilcoxon signed-rank test, p < 0.01).

Model Quora MSCOCO

BL Self-BL P-BL BERTScore BL Self-BL P-BL BERTScore

Transformer [25] 30.59 42.30 49.69 80.69 22.06 9.44 49.26 66.86

Transformer+KG [25] 31.02 40.15 47.84 79.87 23.54 9.32 44.13 65.73

VAE-SVG [9] 32.00 37.53 44.42 79.44 23.90 9.28 35.10 61.74

DivGAN [4] 31.56 34.31 43.88 81.08 24.06 10.51 34.98 66.70

DicEdit [10] 31.24 36.85 43.68 77.55 24.61 9.11 34.67 60.12

BART [14] 33.36 38.06 45.71 81.12 25.87 9.36 46.78 66.98

BART+KG [14] 33.58 37.45 44.23 80.61 26.03 9.12 40.67 65.72

FSET [12] 33.46 32.89 41.96 75.94 25.24 9.01 34.62 59.87

KEEP (Ours) 34.12 30.69∗ 40.25 78.23 26.58 8.55 32.58∗ 64.08

Table 2. Human evaluation results. Our model performs better than other baseline models.

Model Quora MSCOCO

Fluency Coherency Diversity Fluency Coherency Diversity

Transformer+KG [25] 4.12 4.58 2.68 4.27 4.33 2.98

VAE-SVG [9] 4.08 4.52 3.04 4.25 4.27 3.25

DivGAN [4] 4.11 4.46 3.10 4.28 4.28 3.28

DicEdit [10] 4.13 4.45 3.12 4.28 4.25 3.36

BART+KG [14] 4.15 4.61 3.03 4.30 4.38 3.26

FSET [12] 4.18 4.48 3.26 4.31 4.28 3.38

KEEP (Ours) 4.21 4.55 3.67 4.33 4.35 3.77

and FSET also adopt special mechanisms to generate various outputs, KEEP achieves
lower Self-BLEU and P-BLEU than DivGAN and FSET. KEEP also performs better
than Transformer+KG and BART+KG, which means our model can better incorporate
knowledge to improve the diversity of outputs. In terms of BERTScore, it can be seen
that our model achieves higher scores than other diversity-based models (e.g., FSET,
DicEdit). Although the paraphrases generated by our model are more different from
input sentences than BART, the quality of these paraphrases is still good. Furthermore,
paraphrase generation means that the morphology is different from the original sentence
while maintaining the same meanings.

Human evaluation results are illustrated in Table 2. Generally, our model KEEP
achieves high scores on almost all the metrics. Specially, we observe that our model
greatly improves the diversity of the generated paraphrases. Comparing KEEP with
FSET, the p-value of Wilcoxon signed-rank testing at 95% confidence level is 3.2e−3,
which means the improvements achieved by our approach are statistically significant.
Furthermore, to better evaluate the quality and diversity of outputs, we ask five human
annotators to make one-on-one comparisons on the groups of generated paraphrases
(100 sentences randomly from the test set of the Quora dataset). As shown in Fig. 3, our
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Fig. 3. Results of the one-on-one human evaluation, where KEEP clearly wins compared with
other models.

Table 3. Ablation study of KEEP on the Quora dataset.

Ablation BL Self-BL P-BL

KEEP 34.12 30.69 40.25

w/o Two-hop concepts 34.01 33.94 43.27

w/o Concept knowledge 30.62 41.56 48.93

w/o Control gate 33.43 34.81 43.68

model wins in most cases, which means our model KEEP can generate higher quality
and more diversified paraphrases. Moreover, the inter-annotator agreement measured
by Cohen’s kappa K shows fair agreement between raters assessing the models.

4.4 Ablation Study

In order to further evaluate the role of each module in our model, we train and assess
different variants: w/o Two-hop Concepts: The variant removes the two-hop concept
graph and only uses one-hop concepts. w/o Concept Knowledge: The variant removes
the incorporation of knowledge, including the one-hop concept graph and the two-hop
concept graph. w/o Control Gate: The variant removes the control gate mechanism
which can generate words from different sources.

Table 3 presents the performance comparison. We can see that removing two-hop
concepts decreases the performance, especially reduces the diversity of the outputs. This
indicates the necessity of integrating two-hop concepts. Furthermore, the model which
removes knowledge significantly affects the performance of our model, which further
verifies the usefulness of KG data. Finally, removing the control gate mechanism also
gives a worse result, which implies the model needs this mechanism to generate tokens
from different sources for diversified generation.
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Table 4.Case Study. These are paraphrases generated by different models from the Quora dataset.
Some unique expressions are marked blue.

Model Paraphrases

Transformer+KG 1) Can you dream while awake?

2) Can you dream while you are awake?

3) Do you dream while awake?

VAE-SVG 1) Can you dream when you are awake?

2) Do you dream while awake?

3) Can you dream when you wake up?

DivGAN 1) How do you dream while you are awake?

2) Is it possible to dream while you have awake?

3) Do you dream while awake?

BART+KG 1) Can you dream while you are awake?

2) How do you dream while awake?

3) What are some ways to dream while awake?

FSET 1) how can you dream while awake?

2) Are there some ways for you to dream while awake?

3) How do you dream while you are awake?

KEEP 1) Can humans dream while they are awake?

2) Are there some methods for you to dream when you wake up?

3) How do you dream while opening your eyes?

4.5 Case Study

Table 4 shows some examples of the paraphrases. The source text is “can you dream
while awake?” and the reference is “can people dream while they are awake?”. We
observe that the paraphrases generated by Transformer+KG are highly similar with
minor modifications. What’s more, VAE-SVG, DivGAN and BART+KG can produce
more diverse outputs. FSET is able to change the syntactic forms of sentences correctly
(replacing “can you” with “are there some ways for you”). Finally, we find that KEEP
can generate high-quality and diversified outputs, which can replace words with their
related knowledge (replacing “awake” with “wake up” or “open your eyes”). Especially,
it can generate “can human dream while they are awake” that is of high similarity to the
reference. Note that “human” is the two-hop concept of “you” in the knowledge graph.
Furthermore, since we bring rich knowledge into our model, KEEP can generate more
diversified expression forms at the syntactic level, such as “are there some methods”.
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5 Conclusion

In this paper, we target diversified paraphrasing with the help of the knowledge graph
and propose KEEP for this task. To improve the diversity of expression forms in outputs,
we introduce related knowledge to enrich the token choices in generated paraphrases.
The graph attention mechanism can effectively utilize highly related concepts. Experi-
mental results demonstrate the effectiveness of the proposed knowledge-enhanced para-
phrase generation. Detailed analysis shows that our model can better incorporate knowl-
edge, which greatly increases the diversity of generated paraphrases. Future work can
adapt this knowledge-enhanced method for other learning tasks or explore how to better
combine knowledge with pre-trained generative language models for this task.
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gestions. This work is supported by Shanghai Science and Technology Innovation Action Plan
(No. 19511120400).
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